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Introduction 

As more and more technological systems become 'intelligent' and autonomously operating 

actors enabled by machine learning, robotics and artificial intelligence (AI), doubts about the 

ethical and societal viability of such technologies come to the fore of public policies. 

According to Eurobarometer, Europeans are increasingly concerned about impacts of AI, 

especially automation of tasks at work (Eurobarometer 2021), and specific websites dedicated 

to mapping of AI incidents have become popular1. Initial debates were predominantly infused 

by science fiction and voiced by prominent people in science and technology: fears of super-

intelligent machines ('general AI') gaining autonomy and turning against its human users and 

developers, even eradicating the human race (Boström 2002). Yet, as AIs to some extent 

become reality, debates are about by more mundane issues, such as social sorting (Pasquale 

2015), 'bias', power imbalances and justice, election manipulation (Van Dijk 2021), 

ubiquitous surveillance (Zuboff 2019), privacy infringements (Rommetveit and van Dijk 

2022) and accidents provoked by self-driving cars. One immediate response to this state of 

affairs has been a flourishing of ethical reports, analyses and meta-analyses, of the 'ethics of 

AI' (for an overview, see Fjeld et al. 2020)). In Europe, a prominent example of this is the so-

called AI regulatory package, which includes law and soft law regulation, and foreshadowed 

by an ethics report by the High Level Expert Group on AI Ethics (hereafter AI HLEG).  

A precursor to present practices based in values-in-design occurred in Asimov's three 

principles of robotics, introduced in science fiction as early as 1942 (Asimov 1942)2. In 
Asimov's story, these ethical principles are described as 'built most deeply into a robot’s 

positronic brain' (Asimov, 1942). Yet, it would take several decades before any such 

possibility would start to be imagined and experimented with in actual robotic or digital 

systems (including so-called artificial intelligence), or by ethicists and philosophers. The 

ethics of ICTs were increasingly discussed and analysed in novel fields such as computer 

ethics (Moore 1985, Tavani 2007), engineering ethics and robo-ethics (Lin, Abney and Bekey 

2012) during the 1980s and 90s. Yet, it was not until later, i.e. in the 1990s and 2000s, that 

prospects of actually hardcoding moral principles into a robots architecture became a topic, 

triggering imaginations and prospects of a new field, machine ethics, where moral principles 

can be designed and hardcoded into the robot's 'brain' (Allen, Varner and Zinser 2000, Allen 

and Wallach 2009). Robot morality and rights for artificial agents have been hotly debated in 

political arenas, such as the European Parliament's debate over 'electronic personhood' in 

2016 (Rommetveit et al. 2020). It is also presaged in global documents and standards, such as 

the IEEE Ethically Aligned Design (IEEE 2017, 2019), and in the IEEE's 7000 Ethics for 

Autonomous and intelligent Systems series (IEEE 2023).  

These regulatory developments are novel in a least two ways: first, by embracing a risk-based 

approach to values-based regulations, i.e. focusing on 'significant risk to the health and safety 

or fundamental rights of persons', (Trilateral Research 2022). The language of risk assessment 

and management is historically alien to the universe of moral and legal principles, but this is 

now changing (Van Dijk et al. 2016). Second, new approaches in values-based design will 

assess such risks, as well as ethical (and legal) principles, and try to take them into account at 

the earliest stages of designing AI systems (AI-HLEG 2019), rendering them in principle 

'ethical, lawful and robust' (Ibid.) by design. Whereas these developments do have precursors, 

 
1 https://incidentdatabase.ai  
2 1) A robot may not injure a human being or, through inaction, allow a human being to come to harm. 2) A 

robot must obey orders given it by human beings except where such orders would conflict with the First Law. 3) 

A robot must protect its own existence as long as such protection does not conflict with the First or Second Law. 



i.e. in the field of values-based design, their introduction to governance and regulation is new. 

In the context of the AI-HLEG report, specific guidelines for ethics-by-design have been 

developed by a European Commission expert group (EC 2021), providing specificity for 

implementation of the principles outlined in the AI-HLEG report. This turn to risk- and 

design-based solutions also entails a shift in the sites of governance: towards engineering and 

infractructuring work. They render normative standards part of the very building blocks of 

technologies, infrastructures and markets, and so also displace the focus of governance. There 

is by now a plethora of standards oriented towards implementation, protection and 

enhancement of human-centric values, such as (in order of historical emergence) the (British) 

BS8611, the IEEE Ethically aligned Design initiative (IEEE 2016, 2018), followed up by the 

IEEE 7000s-series (including more than 10 'ethical standards', IEEE 2023), and the ISO 

ISO/IEC 38507 on Governance implications of the use of artificial intelligence by 

organizations. 

In previous research on data protection we have identified this turn towards design-based 

regulation as inscribed into a techno-regulatory imaginary (Rommetveit and van Dijk 2022), 

whose defining characteristic is that the very problem articulation is now imagined to be 

situated inside the technologies and infrastructures themselves, partially outside of classical 

regulatory sites (government, parliament, state bureaucracies) oriented towards 

standardisation and infrastructuring. Their main mode(s) of implementation reside in exactly 

the risk- and the design-based approaches to management and regulation.  

In this brief report we investigate these developments, pursuing the question of what happens 

to values and principles as they become matters of design and engineering. As stated in the 

Super-MORRI D5.1 the case study will investigate efforts (in governance and research 

laboratories) to build ethics and values into autonomous (digital) systems. It will focus on 

how ethics in design is being implemented in practice, where and by whom (p. 21). The aim is 

to document changes to policy practices as indicated by the increasing use of design-oriented 

language and practice. The policies addressed by our research are specifically relevant for the 

RRI keys 'Ethics' and 'Governance'. Our study can be situated within an RRI framework both 

through its emphasis on the product and process of AI technologies (Von Schomberg 2011), 

and through emphasis on mutual alignments of variously involved actors with regard to 

reflexivity, responsiveness, anticipation and deliberation (von Schomberg 2011, 2013; Stilgoe 

et al. 2012; Owen 2015; see also Callon et al. 2001; Guston 2014; RRI Tools 2014).  

 

Period / Site Google Springer Nature IEEE  

1990-95 5 370 554 4 40 

1995-2000 7 800 762 6 76 

2000-2005 14 200 1 022 6 150 

2005-2010 17 400 1 842 11 256 

2010-2015 18 400 3 647 43 301 

2015-2020 27 600 11 975 566 447 

2020-2023 136 000 26 911 1 343 474 
Table 1: time-series for hits on search words 'artificial intelligence' AND 'ethics' AND 'design'. For the IEEE the 
search words were limited to 'ethics' and 'design'. From 2015 and onwards we see sharp intensifications of 
occurrences. 

 

Table 1 demonstrates broad changes to the ways in which two RRI keys, ethics and 

governance, are talked about and practiced. In broad terms, these are changes to the fields of 

ethics and engineering, through which these are brought into closer contact and mediation 



(Latour 1994, Verbeek 2006). The mediating factor in this case is the language of design, 

which holds out the promise to more closely align digital technologies with ethical values, 

such as autonomy, fairness, privacy and accountability (EC 2021). As analysed by mediation 

theory, the meaning of 'ethics' and 'values' can be expected to change as they become 

embedded within technical and material infrastructures, and with (software and hardware) 

engineering practices. And, as already mentioned, this shift in the meaning (of ethics and 

governance) is inseparable from shifts in site, where practices of ethics and governance 

become implemented in more privatised, market-based and technology-centered sites.  

 

Hence our research question: what happens to rights and values as they become subject to 

design and engineering. Because there is not (as we will show) one single answer to that 

question, we shall proceed in this text to lay out 5 design articulations, each of which 

describes the space of mediation (captured by the term 'design') differently. This does not 

mean that our design articulations are mutually exclusive: at least some of them are likely to 

co-exist and mutually fortify each other; others may come into conflict or be mutually 

exclusive. We first lay out our 5 design articulations, then comment on some such overall 

relations between them.  

 

Design articulations 

Our first two design articulations correspond with fairly classical positions, according to 

which (institutional and philosophical) ethics and engineering are different knowledge 

practices with distinct ways of knowing and different claims on truthfulness and veracity 

(Latour 2013). This implies that, when brought together, one of these tends to dominate or 

dictate the other involved parties and knowledge practices, in an asymmetrical relation 

(Gorman 2010).   

 

1: Ethics rules  

On the face of it, it seems clear exactly who knows about values and ethics, namely 

professional ethicists, many of whom have a background in philosophy. Accordingly, the task 

should be to articulate the right and fitting principles for AI systems, such as a 

recommendation system, a driverless vehicle, a face recognition system or a care robot. This 

way of configuring the problem and its design space begins and ends with ethics, insofar as 

the main emphasis is on the ethical analysis and its resolution in philosophical and ethical 

terms. Within philosophy this tendency towards solving problems in philosophical terms is 

strong, and this also has a strong impact on philosophical ethics. Yet, our category is 

somewhat broader, insofar as we include any position that implies that the problem is 

primarily a normative one, and that the normative question should be settled before (f.i. as a 

legal principle), and outside of, the task of designing and implementing a technical or 

organisational problem. Examples of this approach from our ethics corpus include (Bryson 

2018, Ryan 2020, Liao et al. 2020). 

 

The ethical problem, then, could be framed according to a number of ethical and 

philosophical positions, and also legal ones. In the AI ethics literature, typical positions are 

virtue ethics, Kantianism (duty ethics or de-ontological ethics) and utilitarianism. Other 

approaches based in philosophical ethics could be: care ethics, feminist ethics, meta-ethics, 

phenomenology and hermeneutics. Whereas there is great diversity, a possible common 

denominator would be the tendency to mainly use the AI ethical problem as a case in which 

philosophers and ethicists get to exercise their arguments, frequently grounded in long-

standing debates between theoretical positions. As such, autonomous digital systems and AI 

do not pose radically new requirements but serve as occasion for re-casting philosophical 



ethics in a new setting. That is, the problem framing is largely discipline-based, and not 

emerging from a context of application. Yet, the question then becomes: presuming that the 

ethical problem is dealt with: how is it to be translated into material and technological 

practice? Is this question dealt with, or is it treated as insignificant? Yet, commonly, this 

question is not answered within the frame of this articulation. 

 

 

2: Engineers in the driver's seat 

A second position becomes almost the opposite of the previous: here, the engineers take the 

lead. By defining the problem space as a task for engineering, the ensuing disciplinary spaces 

and intellectual relations of problem solving are also shaped. As one instantiation of this 

position, consider the statement by Prof. Ali Hassami at an open panel at the main privacy 

conference in Europe (CPDP), Can ethics be standardised? Hassami claimed that 

philosophers have had the chance of setting ethics on a firm basis since the times of Aristotle, 

but basically, they have gotten nowhere: ' Aristotle’s virtue ethics is more than 2000 years 

old, still there are no standards for it'. Hassami did not refer to standards in an 'old' sense (i.e. 

as applying to people and to norms of proper behaviour, rather than to technical things, cf. 

Busch 2011); rather, he was referring to technical standards for engineering. Hassami was the 

chair for the IEEE's ethics standards series and has been vocal on the need to include ethics as 

part of engineering discipline and practice. A main example of this approach can be found in 

the IEEE standard 7007, where various ethics approaches (virtue ethics, utilitarianism, 

kantianism) are transformed into machine-readable formalised language. According to 

Hassami, the aim of this standard series is to ‘...offer a way of addressing ethical concerns to 

engineers and scientists who were involved in articulating, designing and developing 

autonomous intelligent systems…' (Bussemaker and Hassami 2022). This inclusion of ethics 

into engineering practice is necessitated by the evolution of autonomous intelligent systems. It 

entails that we 'throw in one other category (ethics) that has been eluding us, if you like, until 

AI came about'. The reason for this argument is that AI (and, more broadly, machine learning) 

enable more autonomous behaviours in machines, including simple decision-making 

capacities (ibid.).  

 

The audience of this approach is 'engineers and developers' as it is they who will have to 

render ethics an object of engineering interventions. It is ‘…largely a technocratic approach’ 

although ‘the standard recommends consultation with key stakeholders' (ibid.) for inputs on 

key ethical and moral (even religious) matters. This design articulation therefore exists in a 

rather tense relation: between the requirements of engineers aiming to standardise language 

and render ethical considerations machine-readable, and the need for broader 'stakeholder 

involvement' and inclusion of a great variety of values and interests. It is reflected in how 

Hasssami refers to the need to keep an open mind to different ethical positions, including non-

western ones, whereas when it comes down to the making of actually machine readable  

'ethical ontologies', the alternatives are reduced to the classics: virtue ethics, de-ontology and 

utilitarianism. That this approach is not shared by all, or most, engineers, is clear: within the 

7000 standards series it makes for an exception. It is specifically pursued however in IEEE 

7007, Ontological Standard for Ethically Driven Robotics and Automation Systems, which 

seeks to formalise and operationalise virtue ethics, Kantian de-ontology, and utilitarianism. 

the operationalisation of ethical and moral theories may, for instance, look like this: 

 



 
(from: IEEE 7007, p. 25)  

 

This approach seems to bypass the tricky question of whether this can actually be done, as the 

language of normative principles and values is very different from highly formalised language 

needed for machine readability ones3. In a well-known work on machine ethics (Allen and 

Wallach 2009), the authors proposed the idea of full moral agency for machines, but they later 

backtracked and argued the need to pay more attention to the practices and environments in 

which machines are developed and used. Experiments have also been carried out to 

implement simple ethical rules in robots (Vanderelst and Winfield 2018), concluding that 

ethics should not be built into machines. The decisive fact however is the ethical simplicity of 

the experiment: whereas highly sophisticated in technical terms, the experiment is still very 

far away from actual implementation in complex, unstructured environments, or from 

anything approaching the complexity of a real-world moral dilemma. It is highly dubitable, 

therefore, if this approach can be implemented in the sense of rendering machines as full 

moral agents. It may however serve other purposes, such as mobilising the engineering 

community by assigning to it its own proper engineering approach to ethics.  

 

In the next two design articulations, we describe proponents of design that regard such 

limitations as fundamental, and therefore direct attention to the human designers, creators and 

operators of intelligent and 'autonomous' digital systems.  

 

3: Educating the engineers 

We have traced strong commitments, amongst policy makers and people implicated in AI 

ethics, for more human-centric approaches to AI ethics (AI-HLEG 2019), including in our 

literature review and amongst our interviewees. Most iterations of this commitment do not 

take the routes described above. Rather, they are human-centric, in the sense of focusing 

standards on the behaviours of human creators, designers and operators of AI systems. As 

stated by two interviewees, both with a strong foothold in philosophy:  

 

 
3 As stated by one expert in human-computer interactions: There is a difference between the moral reasoning 

linked to human rights and the attempt of solving an engineering problem, which is technically and 

mathematically specified (cited from: Rommetveit and Van Dijk 2022). 
 



So my own view is we should not be trying to have more ethical technology, we should be 

trying to normalize and help people learn about processes that will have more ethical results 

(philosopher A).  

 

what’s really grounding my current projects ... it’s really human wisdom about machines, not 

wisdom in machines, although I think the two issues are not completely independent 

(philosopher B). 

 

This realisation comes in part from thinking about limitations to what both humans and 

machines can do, and from a general scepticism about anything approaching human-like 

artificial intelligence ('general AI'). Philosopher B described this as a learning process through 

which he came to focus less on the machines, and more on their socio-technical context and 

surrounding environments. It was described as being more realistic, and (critically) contrasted 

with science fiction-like scenarios and transhumanist imaginations, which nevertheless have 

strong impacts on public discourse: I think people immediately want to jump to Bostrom-like 

scenarios, which say what if the AI decides that making paperclips is the-, you know, it’s like 

no, that’s not the issue here (philosopher B).  

 

Against such speculative positions on ethics, this philosopher claimed a need to focus on more 

everyday mundane tasks, and the consequences they may have on people and everyday 

relations. Here, the threat perception and 'the problem to be addressed' is more directed 

towards a thousand mundane operations and technologies, as this is where most impacts of AI 

will be, and are being, experienced. This problem was associated to the ways in which 

engineers and technologists are educated to not be aware of a thousand ethical decisions made 

during system's development, design and implementation:  

 

They’re saying this is what matters in the world, this is the thing we want our algorithm to be 

good at, and that is to say that some things are more valuable than others. And it’s fine for 

them to do that, you have to make value choices in the process of design. The question then 

becomes which value choices, and now most recently where my work has gone to is how do 

we help computer scientists and technologists and roboticists, how do we help them to make 

those decisions in an intelligent way. They’re going to have to make these ethical choices, 

these value-based choices, they have to do that in order to build the technology, so how do we 

help them do it better (philosopher A).  

 

Hence, the need to teach ethics to engineers, and to include this in a design process in which 

more and better awareness of ethical issues can become part of engineers' everyday work 

tasks. This position makes good sense, as it addresses a sine qua non for the implementation 

of systems of all kinds, i.e. the engineers and software developers. However, it may also have 

come from a close vicinity of practices: it is after all much easier to move into the engineering 

department at your university, than into Google or other large AI-developing companies. For 

instance, the firing of Google ethicist Timnit Gibru was specifically mentioned as an example 

of such alienation and lack of agency relating to large companies. Yet, if you can influence 

engineers to think more ethically, they may bring this skill even into large powerful 

companies at later stages, and so this is one possible way of circumventing a lack of influence 

on main societal institutions and corporations. 

 

 

 



Arguably, this position held stronger sway with our US respondents than the European ones. 

This was not necessarily due to any strong difference in opinion, but rather to differences of 

culture, economy and institutional arrangements. One (philosopher B) described the US 

environment as 'Wild West', another (philosopher A) described a highly fragmented 

environment with little or no coordination across actors, institutions and sectors. The 

argument was that, whereas there is great emphasis and urgency underpinning efforts to 

integrate ethics, AI and design, there is no concerted movement or organisation to take care of 

and coordinate such efforts, at least not in the US.  

 

The perception was also prominent that these things are, in some ways, handled in better ways 

in Europe. Both philosophers (A and B) were highly aware that this approach, focusing more 

on what is going on in education, is insufficient, as significant developments take place in 

privatised centers of power. Here, standards-based solutions may hold some promise, as they 

(arguably) involve a greater set of actors (stakeholders), including private ones. Yet, these 

informants were sceptical of such efforts:  

 

I guess I’ve just seen enough of these kinds of efforts, that they take 20 years and they end up 

with something that’s not terribly useful. We need things right now, so let’s put at least some 

kind of tools into people’s hands so that they can start to make real progress now 

(philosopher A). 

 

Philosopher B made reference to Europe, and European experiences with 'having a 

multiplicity of viewpoints represented', through user involvement and public engagements, 

but also more public regulation, amongst them lately 'multistakeholders' included in 

standardisation processes. Whereas this was partially explained by a lack of familiarity with 

those (regulatory, European) settings, the argument was also coupled to the kinds of expertise 

required for properly training and transmitting ethical skill and sensibility. He referenced 

experiences from engineering, computer and business ethics, where (gradually) teaching had 

been taken over by non-philosophers, and 'increasingly not by people who have been trained 

in philosophy departments'. This pointed to another boundary drawn around this articulation: 

it certainly came nowhere near the ivory tower approach in which ethical principles would be 

imposed top-down, which was also strongly criticised. This pointed to a difficulty, and 

relative novelty, within the community of academic philosophers and ethicists: on the one 

hand, ivory-tower philosophy is not sufficient; on the other, non-philosophers may not be 

capable of transmitting the  

 

 

4: Educating the stakeholders 

A next set of actors comes close to the previous design articulation by sharing many of the 

same concerns: the potentially harmful and de-humanising role of AI technologies on human 

relationships, and their threats to human dignity and autonomy. Also these informants 

articulate the means of addressing such threats through human-centric means focused on the 

human designers, operators and users rather than the machines themselves: my opinion is that 

ethics is something that is proper to human beings, maybe some animals, but that’s 

disputable, but to human beings. And ethics is a reflection, it’s not something that you can 

really automate (engineer C) 

 

Perhaps because these were closer to European governance structures, and coming out of 

engineering and robotics, they did not however articulate the same skepticism towards 

standards and regulations. Indeed, roboethics has been an established part of European 



innovation and governance since the early 2000s (Veruggio 2006, Rommetveit et al. 2020). 

Our informants described their encounters with AI ethics therefore as gradually emerging out 

of these developments, and as closely related to standards and regulations: I mean there are 

lots of ethical aspects to standards. One which I didn’t realise until I got heavily involved 

about ten or twelve years ago when I started to work in standards (engineer A). All made 

reference to maturing technological capabilities, initially in robotics then gradually also 

encompassing AI and AI-like technologies and networks, through which machines take on 

more human-like, simple decision-making capabilities. This triggered ethical reflection and 

brought them into various ethics and governance boards and fora.  

 

The description of a complex and unstructured technological and regulatory environment is 

also shared with the informants of the previous section. Much of this resides in the technology 

itself, which is much more distributed, networked and privatised than for instance bioethics 

regulatory efforts: the body is kind of a natural safe for the actual DNA, and we (won’t have) 

[0:13:46] the equivalent for the virtual DNA. So this is the difference the way I see it. And 

many people, they distribute their virtual DNA without being aware (engineer B). This 

ubiquitous nature of data and information ('digital DNA') is one reason why efforts to tackle 

ethical problems should be addressed at infrastructural levels, as these are extremely 

encompassing and indeed in many cases the main enablers for the global spread of data and 

(autonomous) computation: 

 

standards are a kind of invisible infrastructure of the modern world. Everything around us. 

You’ve only got to look around your room to see standards in everything. The quality of the 

mug that I’m drinking out. Obviously, the laptop, the Wi-Fi, the fact that we can speak to each 

other like this. None of that wouldn’t happen without standards (engineer A).  

 

Our engineering informants were not all located in Europe, but were closely aligned to 

various European governance initiatives, and also to the IEEE. They described an evolving 

regulatory landscape, beginning with efforts to regulate robotics. As already mentioned, many 

such initiatives were traced back to the early 2000s, but it would take almost 20 years for 

many of them to come to fruition, institutionally speaking:  

 

Anyway, so we started this initiative, the launch was in April 2016. And the mission of this 

initiative that I was chairing, still chairing but it’s going to be probably ending soon now, in 

2016 was to raise awareness about ethical issues related to AI (engineer C). 

 

This quote refers to the IEEE Global Initiative on Ethics of Autonomous and Intelligent 

Systems, whose main outcome eventually became the Ethically Aligned Design, a written 

textual document elaborated in a bottom-up way by engineers, ethicists and other 

'stakeholders' (IEEE 2016, 2019), with the latest version (of three) being officially adopted by 

the IEEE board. The drafting process of the text took close to 5 years and was conceived as 

bottom-up process open to anybody with an interest. This initiative fed into the IEEE 7000 

standards series, with at least 12 (14?) different expert groups engaged in various topics 

dedicated to ethical alignment. As stated, most of these are not machine-centric but rather 

targeted at the human operators. Whereas engineers remain important, at this point much 

larger groups ('stakeholders') come into view, as standards require commitment from groups 

as various as government regulators, business corporations, technology developers and 

vendors, and (to some extent) civil society. Processes of standardisation may also be linked to 

more downstream initiatives, such as certification schemes (based on the standards), and to 



efforts to 'educate the public', although how that is supposed to happen was not clear from our 

interviews (nor from the document study). 

 

Finally, the work of the AIH-LEG expert group in many ways superseded and built on this 

work of standardisation: 

 

In 2018 the European Commission has wanted to build their AI plan, every country was doing 

this of course, you know why, and the Commission to create its own AI plan put together this 

high-level expert group of 52 members. And I applied and I was selected, so this is how IEEE 

and the high-level expert group in a way conflated together. And we produced as you know 

the ethics guidelines and the policy recommendations as well within the high-level expert 

group. 

 

There is therefore a history to be told here, about the emergence of this articulation: it starts 

with early (European) roboethics initiatives (Veruggio 2006), passes through the IEEE 

Ethically Aligned Design, then goes onto the IEEE 7000 series, and culminates (for now) with 

the AI High Level Expert Group.  

 

 

5: AI transformation? 

Our fifth (and final) design articulation is possibly more radical than the previous four, insofar 

as it seems to take the mediation of 'ethics' with AI more seriously. It does so by blurring the 

distinctions between human and artificial intelligence, yet such blurring may take place in 

very different ways and based on highly differing accounts of both human and technological 

agency. There are two versions here, one that believes in 'strong AI', that is a general artificial 

intelligence, both as threat and as possibility (we have seen that this possibility is largely 

rejected, at least by the previous two articulations; not as in principle impossible, but rather as 

unattainable based on the present state of art). One case in point was articulated as follows, by 

an engineer that works for a well-known civil society organisation: 

 

I would say it’s the social implications of the prospects of the technology, because once we 

get past a certain level there are implications that... you know, it’s pretty clear that things 

would change qualitatively and that society is just not prepared for that. 

 

Next, there is a weak AI version, one that does not believe in a radically transformative 

potential, at least not in the sense conveyed by the previous informant: I don’t think general 

AI is a very sensible or a well-theorized concept. This informant (engineer D), who works for 

an organisation that carries out fundamental research into 'intelligence' in its various aspects, 

nevertheless finds the potentials of merging human and machine intelligence:  

 

We found ourselves more interested in the capacity of AI to foster, support human morality, 

largely seeing it as a conflict between what’s sometimes called the paradox of automation, 

which is as you use a tool you get less good at doing things without it. So to the extent that AI 

could support human morality, it might also tend to supplant moral decision making. So the 

question that we were focusing on, continue to focus on really, is how AI tools, modern 

technological tools can strengthen our human capacities rather than replace them.   

 

As an example, a robot or an AI could be used in therapeutic situations, to support therapists 

in work considered repetitive and tedious. Or, an AI could be used to sift through large 

amounts of (big) data on a certain moral dilemma (he mentions kidney transplants), to come 



up with alternative suggestions not immediately visible to human decision makers operating 

through an ordinary qualitative understanding of the problem at hand. This articulation, then, 

is similar to the 'strong AI' version in that it considers moral and technological change 

simultaneously. However, it is much more skeptical (or: scientifically experimental) on behalf 

of what AI can actually deliver. 

 

Discussion and conclusion 

The 5 AI design articulations demonstrate in and by themselves moral, or techno-moral 

change: the introduction of morality and ethics to the world of standards and engineering is 

shifting the meaning of morality and ethics. On the standard account ('ethics rules') the 

philosophers and ethicists are still in charge, and the question remains how to articulate the 

right reasons and best arguments. However, this is only one out of 5 articulations: the next 

one, where the engineers are taking the driver's seat, poses decisive limitations on the 

articulation of ethics. First, ethics is delimited to (mainly) rules-based accounts (deontology 

and utilitarianism), with a possible minor exception for virtue ethics (where 'morality' 

emerges in a somewhat more bottom-up fashion, drawing on machine learning techniques. 

Articulation number 3 may be seen as taking us back to a more classical, human-centric, 

notion of engineering ethics, as it becomes a matter for the ethicists (or similar) to educate the 

designers and programmers of AIs, preferably in engineering school. Whereas similar in 

philosophical orientation (i.e. pragmatism), articulation No. 4 moves further into the 

landscape of standards, although seeing them more as foci for human, organisational, business 

and engineering efforts. Yet, the meaning of a 'right' or a moral principle can here be expected 

(and observed) to be shifting towards meanings accessible to all, not any longer the exclusive 

property of ethicists. Articulation 5 mover even further from a classical understanding of 

ethics, as here it becomes a matter for human and machine intelligence as a joint, possibly 

enhanced, enterprise. 

 

None of this however implies, by necessity, actual socio-technical change: ethics is 'soft law', 

and may not come with hard effects although that has certainly been argued with force 

(Tallacchini 2009). Yet, what it does signify, is an increasing emphasis on (digital, AI) 

infrastructures as centers for governance: it signifies therefore a partial movement out of 

traditional institutions (governance), or rather their possible extension and merger with digital 

infrastructures as increasingly central to a number of important and critical functions. The 

main sites of this shift are the standards organisations and committees. This shift can be seen 

in law (a more reliable indicator than ethics due to its important societal and regulatory 

function), and in increased emphasis on (digital) infrastructures in science and technology 

studies, data studies and governance studies. This is sufficient for outlining a 'theory of 

change' in the Super-MORRI project: prior to the emergence of machine ethics and ethical 

standards such as the iEEE 7007, 'ethics' was always human-centric in the specific sense of 

targeting the professional (human being) making or using a technological artefact.  
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